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The Sample Size Problem 

q  Every study requires an accurate sample size calculation.  
q  If sample size is too large, participants are exposed to 

unnecessary risk. 
q  If sample size is too small, the study may have 

insufficient power. 
q  It is important to match power and sample size analysis to 

data analysis.  
q  Repeated measures and multilevel features make power 

and sample size analysis more challenging. 
q  Not all studies have a dedicated statistician to assist with 

design. 
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Power for the Linear Mixed Model 

6 

q  No general power methods exist for mixed models. 

q  Extensive power methods exist for the general linear multivariate 
model. 

q  Can we use existing results in the linear mixed model? 

q  How would we implement the methods in day-to-day practice? 
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LMM Commonly Used for Clustered and 
Repeated Measures Data 
q Linear MM: Laird and Ware, 1982; Demidenko, 2004; 

     Muller and Stewart, 2007 
q Studies with Clustering 

 - Designed: Cluster randomized studies 
 - Observational: Clustered observations 

q Studies with Repeated Measures (RM) 
 - Designed: Randomized clinical trials 
 - Observational: Cohort studies, natural history 

q Combination 
-  Cluster randomized longitudinal studies 
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Data Structures 
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Clustering 

 ó Restricted Multi-level 
 

Repeated Measures 
ó Restricted Longitudinal 

 



Clustering – Top Level (k) 
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ISU1 

Independent  

Sampling  
Units 

ISUn-1 ISUn 

Clusters: Communities as 
Independent Sampling Units 

(ISU) 



Clustering – additional levels 
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Community 
Level 4 

School 
Level 3 

Classroom 
Level 2 

Classroom 
Level 2 

School 
Level 3 

Classroom 
Level 2 

Social Clique 
Level 1 



Repeated Measures 
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Power for the Most Common Hypothesis 
Tests for the Linear Mixed Model 
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A.  Power for testing fixed effects (means) 

B.  Power for testing random effects (covariance) 

C.  Power for testing fixed and random effects 
 
General and accurate power and sample size 
methodology is not available. 
 
There are, however, good methods for most of class A. 

ü 
 
x 
 
x 



Agenda 

q Mixed Model (MM): Clustered and Repeated Measures 
Data 

§  Common Hypothesis Tests in the Linear MM (LMM) 

§  The LMM as a General Linear Multivariate Model 

q Missing Data 

q Summary and Segue to Building Covariance Models  

18 



Power and Sample Size for Fixed Effects 
in the Linear Mixed Model 
Key idea: Some linear mixed models (LMM) can be recast 
as general linear multivariate models (GLMM) 

q Which ones? 
§ No missing data and no mistimed data 
§ Unstructured covariance model across responses (a 

robust, safe, conservative assumption) 
§  Typical clinical trial or longitudinal study in which 

main inference is about time by treatment interaction 
q Why do we care? 
§ Muller et al. (1992) show how to do power for time by 

treatment using GLMM framework 

19 



Four Specific Requirements for a LMM 
to be Recast as a GLMM 

20 

 
To be reversible to a General Linear Multivariate Model, a 
Linear Mixed Model must: 

1.  Have a balanced design within ISU; no repeated 
covariates; saturated with regard to between-
within effects 

2.  Have an unstructured covariance model 
3.  Use Wald test for inference about fixed effects 
4.  Use Kenward-Roger df approach 



Reversibility Requirements – 1. 
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1.  Have a balanced design within ISU; no repeated 
covariates; saturated with regard to between-
within effects 

§ No missing or mistimed data 
§ Unequal group sizes ok 
§ Treatment assignment does not change over 

time 
§ Factorial design including Interaction between 

Treatment (between) and Time (within) 



Reversibility Requirements – 2. 
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2.  Have an unstructured covariance model 
§ All variances and covariances unspecified, i.e. 

they do not follow a pattern or rule, e.g. for 
three repeated measures – 

1 2
2

1 3

2 3

1 1 0.3 0.2
1 0.25 0.3 1 0.5

1 0.2 0.5 1

ρ ρ

σ ρ ρ

ρ ρ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦



Reversibility Requirements – 3. 
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3.  Use Wald test for inference about fixed effects 
§ Most common test used for LMM analysis by 

standard packages 



Reversibility Requirements – 4. 
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4.  Use Kenward-Roger df approach 
§ DF approximation method with modified 

covariance matrix 
§ Under reversibility, covariance matrix is 

unstructured and test is equivalent to 
Hotelling-Lawley Trace test 

§ Muller et al. (2007) showed it’s the best test   



Example Code 
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q SAS 
    TITLE 'Repeated Measures using Mixed Model'; 

 PROC MIXED DATA=one; 
  CLASS TRT ID TIME; 
  MODEL y = trt time trt*time / S CHISQ DDFM=KR; 
  REPEATED time / SUBJECT=ID TYPE=UN R RCORR; 
    RUN; 
 
q SPSS – Satterthwaite, but not Kenward-Roger method  
 
q R 
         library(lmerTest) 
         m <- lmer(y ~ factor(trt) + factor(time) + factor(time):factor(trt) + (1|Subject),                   
                         data=one) 
         anova(m, ddf="Kenward-Roger") 
 
q STATA – none, but promised for future releases 



Power and Sample Size for GLMM  

q Muller, LaVange, Ramey and Ramey (1992)  

q Multivariate approach to repeated measures and 
MANOVA: Hotelling-Lawley Trace 

q Kenward-Roger Wald Test equivalent when 
LMM is reversible   
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Missing Data Adjustments 

q Some useful crude approximations (Catellier 
and Muller, 2000): 
§ Complete data power is an upper bound 
§ Power for N = (100% - % missing) x # ISUs 

appears conservative, requires assuming data 
are Missing at Random  

q Work is in progress to identify better 
approximations 
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Summary 

q Under widely applicable restrictions a LMM can 
be expressed as a General Linear Multivariate 
Model for which accurate power and sample size 
analysis is available. 

q Convenient adjustments appear to suffice for 
simple missing data patterns. 

q Next: How to select and build a multilevel 
covariance model. 
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Take home 

35 

q  It is important to:  
§  select an appropriate sample size  
§  align the research design (including sample size 

selection), data collection, and statistical analyses. 

q Valid covariance structures may be created by 
layering simpler patterns for each source of 
correlation. 



Why worry about covariance structures? 

q  Variability affects power and sample size 

q  Failing to account for correlation during study 
design may lead to incorrect sample size 

q  Failing to account for correlation during data 
analysis may lead to inflated Type I error rates. 
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Why does sample size selection matter? 

q  If sample size is too small 
§  inadequate power to detect meaningful effects, 

producing unreliable answers 

q  If the sample size is too large 
§  ethical considerations 
§ wasted time and effort in the study 
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Why align power and data analysis? 

 
q Reversibility makes alignment possible for 

complex designs with multilevel and 
longitudinal features 
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Start your study design 

40 

Steps for designing a study with a properly aligned 
power analysis and data analysis are: 

1.   Specify sampling patterns 
2.   Model correlation and variance patterns 
3.   Choose an analysis method 



1. Specify sampling patterns 
q  Independent sampling unit vs. observational unit 

§  Independent sampling units (ISU) (N=30, number of schools) 
§  Observational unit is the number of observations in each ISU 

q Example  
§  p = 100, indicating that there 100 students in each school 
§  total number of observations (n) 
§  number of independent sampling units * number of time points   

q When data is multilevel, we need to differentiate:  
§  longitudinal 
§  cluster 
§  consistent spacing 

41 



2. Model correlation and variance 
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q  Choose correlation and variance patterns 

§ Unstructured 
§ Compound symmetric  
§ Autoregressive  
§ Linear exponent autoregressive (LEAR) 
§ Direct-products 

q  Consider “sources” of correlation separately 



Study Design Informs Covariance Model  
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q Identify features of the study design which lead 
to correlation: 

§ participants between ISU (e.g. schools) are 
independent 

§ participants within schools are correlated 
§ participants within classrooms are correlated 

 
§ observations within participant are correlated  



Covariance Structures for Clustering and Repeated 
Measures  

44 

q Clustering 
§  exchangeable observations 
§  compound symmetric covariance may be used 

q Repeated measures 
§ unstructured is the most flexible model 
§ auto-regressive or LEAR model may be used 
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Build the Overall Covariance Structure 
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Clustering 

Repeated 
Measures 

Multiple 
Response 
Variables 

⊗ 

⊗ 
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1 2
42

1 3
4

2 3

1 1
1

1 1
1

1 1

ρ ρ ρ ρ
ρ

σ ρ ρ ρ ρ
ρ

ρ ρ ρ ρ

⎡ ⎤ ⎡ ⎤
⎡ ⎤⎢ ⎥ ⎢ ⎥⊗ ⊗ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

Variance   Clusters      Repeated           Multiple 
                   Measures         Responses 

         Clusters of    3 Repeated            2 Response 
  Size 3           Measures         Variables 

Example: A design with multilevel, longitudinal, 
and multivariate features 
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Ongoing Power and Sample Size Research  

q Many repeated measures with few independent 
sampling units  

q Unbalanced cluster randomized designs  

q Binary or count outcomes 

q Improved handling of missing data 
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Helpful resources 

q Muller, LaVange, Ramey, and Ramey (1992) 
§  detailed technical review 

q Muller and Stewart (2006) 
§ methods for univariate, multivariate, and mixed linear 

models with Gaussian errors  

q Muller and Fetterman (2002) 
§  Regression and ANOVA: An integrated approach using 

SAS software (book) 

q  Online tutorials at SampleSizeShop.org 

50 



Summary 

51 

q  Power analysis should be aligned with data analysis. 

q Reversibility allows us to select an appropriate 
sample size for complex multilevel and longitudinal 
designs. 

q Valid covariance structures may be created by 
layering simpler patterns for each source of 
correlation. 



Thank you 

q  Questions 

q Next presentation 
§  Power and sample size calculations with GLIMMPSE, 

our free web-based software 

52 
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GLIMMPSE Motivation 

q Power and sample size calculation is critical for 
ethical study design. 

q  Known results are underutilized. 

q  Our goal: provide a user-friendly tool for calculating 
power and sample size. 
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What is GLIMMPSE? 
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GLIMMPSE is a user-friendly, online tool for 
calculating power and sample size for multilevel 
and longitudinal studies. 
 

 

http://glimmpse.samplesizeshop.org/ 



GLIMMPSE Team 

q Software Development: 
§  Sarah Kreidler, Tech Lead 
§  Aarti Munjal, Senior Software Engineer 
§  Uttara Sakhadeo, Software Engineer 

q  Manual Preparation: 
§  Zacchary Coker-Dukowitz 
§  Brandy Ringham 
§  Yi Guo 
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Statistical Foundation 

q Power for the general linear multivariate model  
§  Based on the work of Keith Muller and colleagues. 

q Power for designs with fixed predictors 
§  Muller and Peterson, 1984 
§  Muller and Barton, 1989 
§  Muller et al., 1992 
§  Muller et al., 2007 

q  Power for designs with fixed predictors and a Gaussian 
covariate 
§  Glueck and Muller, 2003 
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Why a Web-based interface? 

q Free 

q  Requires no programming expertise  

q  Built with industry standard Java technology 
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GLIMMPSE Features 

q  Web-based 

q  Free and open-source 

q  Designed with an intuitive wizard input style 

q  Able to produce power curves 

q  Able to export power results 

q  Able to save study designs for later use 
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Supported Study Designs 

q  Cross-sectional studies 

q  Longitudinal designs  

q  Multilevel designs 

q  Designs with a baseline covariate 
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Current Limitations 

q Binary or count data 

q  Adjustments for missing data 

q  Sample size based on confidence interval width 

q  Very high dimensional, low sample size designs 

q  Certain classes of mixed models 
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Two interaction modes 
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Online Resources 
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www.SampleSizeShop.org 
 

q  Documentation 
http://samplesizeshop.org/documentation/glimmpse/ 

q Tutorials  
http://samplesizeshop.org/education/  

q Downloads 
q http://samplesizeshop.org/software-downloads/glimmpse/  
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Validation Results 

q Validated against published results and simulation 

q  Full validation results are available online  

   
http://samplesizeshop.com/documentation/glimmpse-
validation-results/ 
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Validation Results 

q  6 decimal accuracy against published results. 

q  2 decimal accuracy against simulation. 

q  Worst case error in 1st decimal for complex 
multivariate designs. 
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The PNC Trial: Cluster Randomized Design 
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Community
1 ...

School
1

School
n1

Community
22

School
1

School
n22

Recruit	  22	  
Communities

... ...



The PNC Trial: Longitudinal Features 
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Randomize
Community

Treat

Analysis

6th	  Grade	  Data 7th	  Grade	  Data 8th	  Grade	  Data

6th	  Grade	  Data 7th	  Grade	  Data 8th	  Grade	  DataStandard Delayed	  
Treatment



PNC Trial: What is the study design goal? 

q We have a fixed sample size, so solving for power is 
more appropriate.  

 
q We fix the Type I Error rate at 0.05 
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PNC Trial: What is the sampling scheme? 

q The independent sampling unit is the community.  

q Communities are randomized to receive either the 
home-based program or delayed program 
participation. 

§  Therefore, treatment is the only predictor variable 

§  We will calculate power for 2,3,…,10 communities 
randomized to each treatment 

q The design does not control for a covariate 
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PNC Trial: What are the responses? 

q  What responses are measured? 

§  Response variable: alcohol behavior scale. 

q  How often are the responses measured? 
 
§  3 repeated measures in 6th, 7th, and 8th grade. 
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PNC Trial: What is the primary hypothesis of interest? 
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 Time trend by treatment interaction 

0 

0.2 

0.4 

0.6 

0.8 

6th grade 7th grade 8th grade 

Home program 
Delayed control 



PNC Trial: What are the means? 

q  We wish to detect a reduction in alcohol use in the 
treatment group in 8th grade 

q  A reduction of 0.25 on the alcohol behavior scale is 
considered clinically meaningful. 
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PNC Trial: What is the variance structure? 

q  Correlation due to clustering and repeated measures 
§  Cluster size: 10 
§  Standard deviation of alcohol behavior scale: 0.3 

q  Patterns of variability 
§  Clustering 

•  Compound symmetry 
•  Intraclass correlation: 0.01 

§  Repeated Measures:  
•  Correlation 1 year apart: 0.3 
•  Decay rate: 0.3 

79 



Power with GLIMMPSE 
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Select Guided Mode 



The GLIMMPSE Wizard 

81 



The GLIMMPSE Wizard 
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Navigate through the 
wizard using either the left 
navigation bar or the 
forward and back arrows 



The GLIMMPSE Wizard 
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Access the manual, save 
your design, or start over 
by clicking the links below  



Solving For 
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Checkmark = complete 
Pencil = incomplete 



Type I Error Rate 
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GLIMMPSE Predictors 
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Clustering 
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q  Assumes compound symmetry within a cluster 



Describing Sample Size 

q  Relative group size 

 
q  Smallest group size 

88 



Describing Responses 

q Response Variables 

q Repeated Measures 
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Clustering or Repeated Measures? 

q  Clustering 
§ Same correlation between any two observations 
§ Limit of 3 levels 
§ Only computational limits on cluster size 
 

q  Repeated Measures 
§ Allows complex covariance structures such as the 

Lear model 
§ Limit of 3 levels 
§ Limit of 10 repeated measures per level 
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Specifying a Hypothesis 

q  Identify the type of hypothesis 
q  Select the factors included in the hypothesis 
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Entering Means 

q  Enter raw means or the “clinical difference” 

q  For repeated measures, be sure to enter means 
for each time point! 
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Variability 

q  Enter the correlation across repeated measures 
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Variability 

q  Enter the standard deviation for the response variable 

q For multiple response variables, enter the pair-wise 
correlations 
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Selecting a Statistical Test 
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Other Options 

q  Scale factors for means 

q  Scale factors for variability 

q Power curves 
 
q  Confidence intervals 
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GLIMMPSE Calculate Button 
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Results 
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Results 
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Power Calculation Summary 

Ten communities were randomized to receive either the 
home based intervention or delayed intervention.  Ten 
students were recruited from each community.  The 
intracluster correlation within community was assumed to 
be 0.01.  Correlation between repeated alcohol behavior 
scores within a student was assumed to be 0.3 for measures 
taken one year apart, with gradual decay over time. Power 
was calculated for a time by treatment interaction using the 
Hotelling-Lawley trace test.  For a Type I error rate of 0.05, 
and an assumed standard deviation of 0.3 for alcohol 
behavior scores, the study had 97.7% power to detect a 
difference of 0.25 in a time by treatment interaction. 
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GLIMMPSE Lite for Mobile 

https://itunes.apple.com/app/glimmpse-lite/id594924574 
https://play.google.com/store/apps/details?id=edu.ucdenver.bios.glimmpseandroid&hl=en  

101 

q  Power for one-way ANOVA 
on your iPhone or Android 
device 

 
q Available from Google Play 

and the Apple Store 



Summary 

q  Power and sample size calculations are a critical part 
of study design 

q  Answers to basic questions about the study design 
can lead investigators to an appropriate sample size 
calculation 

q  GLIMMPSE is a free, web-based tool to aid in 
calculating power or sample size for a variety of 
multilevel and longitudinal designs 
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Main Points – Sample Size 
� Ethical considerations 

� Respondent burden - biomedical, biosocial 
� Cost 

�  Time & money 
� Dangers in drawing inferences 

� Overpowered à overinflated, not meaningful 
� Underpowered à not possible to reject null 

anyway 
� Solution 

�  Just enough sample size for proper inferences 
� GLIMMPSE  



HONESTY Project - example 
� Respondent Burden – 8 hours in the lab 

�  Biospecimens: swabs, spit, urines 
�  Imaging: 2 hours ($1250) 
�  Survey: long 
�  12 month follow-up: Weekly text messaging 

�    At which level do I calculate sample size? 
�  Voxels (~ millions) 
�  Brain regions (~ 200) 
� Hormones levels (~8 samples; area under 

curve) 
�  Time points (~ 52 weeks or 2 in-person visits) 
�  Subgroups (e.g., bio sex; race; risk-takers) 



GLIMMPSE 
� Purpose: assist with calculations for 

complex designs 
�  “This mode is designed for applied researchers 

including physicians, nurses, and other 
investigators.” 

�  Especially for non-statistical investigators 

� My attempts 
� HONESTY texting example 
� Mindfulness school intervention 





GLIMMPSE - observations 

� Benefits 
�  Tries to estimate sample size the right way (taking 

into account levels, clustering/ correlations) 
� Great user interface  
� Definitions embedded 
� May specify several values of betas and alphas 
�  Save your design 



GLIMMPSE - observations 
� Concerns 

� Requires a lot of information and knowledge 
researchers may not have 
○ …just dangerous enough… 

� May be best targeted for more sophisticated 
researchers 

�  Limited to “simpler” complex designs 
�  Assumptions may not be realistic  
○  (equal spacing, no missing data, normally distributed 

data, outcomes as categorical/ordinal/count) 



Possible Next Steps… 
� Relaxing some of the assumptions 

� Non-normatively distributed data 
� Moving beyond binary or count data 
�  Intensive longitudinal data (>10 time points) 

� What about novel studies without known 
confidence intervals, means differences, 
etc.?  

� What about using effect sizes? 
�  Is the reverse possible (specifying intended 

sample size and generating estimates of 
difference)? 
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2:00 – 2:05 
 

Power and Sample Size for the Most Common Hypotheses  
in Mixed Models  
Dr. Anna Barón 

2:05 – 2:20 

Selecting a Covariance Model for  
Longitudinal and Multilevel Designs  
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Power Analysis for Mixed Models:   
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3:05 – 3:15 

Question and Answer 3:15 – 3:30  
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